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Introduction: Boundary Effects

Let m(x) denote a density function with support [0,∞ )
and consider non-parametric estimator of m(x) based on a
random sample Xij . Define a standard kernel estimator of
m(x) by

m̂(x) =
1

mnb

n∑
i=1

m∑
j=1

K

(
xij − Xij

b

)
. (1)

m̂(x) underestimates m(x) on the set [0, b) since the
kernel estimator m̂(x) does not detect data outside the
boundaries of the support and so naturally it penalizes the
density estimate within the b-neighborhood of zero.

Hence at the boundary region (x ∈ [0, b)), the estimator is
inconsistent and has a boundary bias; these are called
boundary effects.
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Methods of reducing boundary Effects

Reflection of Data Method

Since the kernel estimator is penalizing for lack of data on
the negative axis, just add −X1,−X2, · · · ,−Xn to the
data set. The reflections result in a new data set
(−X1,X1), (−X2,X2), · · · , (−Xn,Xn), for details see [5],
[6] and [7].

Estimator of m(x) becomes

m̂(x) =
1

nb

n∑
i=1

{
K
(x − Xi

b

)
+ K

(x + Xi

b

)}
. (2)

for x ≥ 0, m̂′(0) = 0

Method recommended if the property m̂′(0) = 0 holds.
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Methods of reducing boundary Effects...

Transformation of Data Method

Take a one-to-one continuous function g on
[0,∞)→ [0,∞)

Transform original data X1,X2, · · · ,Xn to
g(X1), g(X2), · · · , g(Xn)

Use the regular kernel estimator with the transformed data
set g(X1), g(X2), · · · , g(Xn).
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Transformation of Data Method...

Estimator of m(x) becomes

m̂(x) =
1

nb

n∑
i=1

K

(
xi − g(Xi )

b

)
. (3)

For more details see [4] and [3].

Produces non-negative estimates with low variance.
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Proposed Method

Modified Transformation of Data Method

Generate data beyond the left end point of the support of
the density function.

Transform original data Xij to g(Xij).

Reflect g(Xij) around the origin so that we have
(−g(Xij), g(Xij)). Estimator of m(x) becomes

mTDM
ˆ(xij) =

1

mnb

n∑
i=1

m∑
j=1

{
K
(xij − Xij

b

)
+K

(xij + g(Xij)

b

)}
(4)
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Estimation of Finite Population Mean, Y

Estimation of finite population mean using kernel density
estimators in presence of non-response lead to bias due to
boundary effects, see for instance [1].

Data is generated using a regression model applied by [2]

Yij = m(xij) + eij . (5)

m(xij) is estimated by (4).

Estimator of Y is given by

ˆ̄̄
Y =

1

M

{ n∑
i=1

m∑
j=1

Yij +
N∑

j=n+1

M∑
i=m+1

ŷij

}
. (6)
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Estimation of finite population mean, Y

where
ŷij =

∑
i

∑
j

W ∗
ij (xij)Yij . (7)

and

W ∗
ij (xij) =

{
K

(
xij−Xij

b

)
+ K

(
xij+g(Xij )

b

)}
∑N

i=n+1

∑M
j=m+1

{
K

(
xij−Xij

b

)
+ K

(
xij+g(Xij )

b

)} .

(8)

Hence estimator of Y is given by

ˆ̄̄
Y =

1

Mn

{ n∑
i=1

m∑
j=1

Yij +
N∑

j=n+1

M∑
i=m+1

W ∗
ij (xij)Yij

}
(9)
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Asymptotic Bias

E
(
mTDM

ˆ(xij)
)
−m(xij) = b

∫ 1

a

(
w − a

)
K (w)dw

[
2m′(0)

− g ′′(0)m(0)
]

+
b2

2
m′′(0)

∫ 1

−1
w2K (w)dw

− b2

2

∫ 1

a

(
w − a

)2
K (w)dw

{
g ′′(0)m(0)

+ 3g ′′(0)
[
m′(0)− g ′′(0)m(0)

]}
+ o(b2).

(10)

As b → 0, it is noted that E
(
mTDM

ˆ(xij)
)
−m(xij) ≈ 0.
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Asymptotic Variance

Var
(
mTDM

ˆ(xij)
)

=
1

(mn)2b2

N∑
i=n+1

M∑
j=m+1

E

{
K
(xij − Xij

b

)

+ K
(xij + g(Xij)

b

)
− E

[
K
(xij − Xij

b

)

+ K
(xij + g(Xij)

b

)]}2

.

(11)
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Variance...

Equation (11) can be re-written as

Var
(
mTDM

ˆ(xij)
)

=
(Mn −mn)2

(mn)2b2
E

[
K
(xij − Xij

b

)

+ K
(xij + g(Xij)

b

)]2

− (Mn −mn)2

(mn)2b2

{
E

[
K
(xij − Xij

b

)

+ K
(xij + g(Xij)

b

)]}2

= A + B.

(12)
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Variance...

A =
(Mn −mn)2

mnb2

∫ [
K
(xij − yij

b

)
+ K

(xij + g(yij)

b

)]2
f (y)dy

=
(Mn −mn)2

mnb2

{∫ [
K
(xij − yij

b

)2
f (y)dy +

∫
K
(xij + g(yij)

b

)2
× f (y)dy

]
+ 2

∫
K
(xij − yij

b

)
K
(xij + g(yij)

b

)
f (y)dy

}
.

(13)
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Variance...

B = −(Mn −mn)2

(mn)2b2

{
E

[
K
(xij − Xij

b

)
+ K

(xij + g(Xij)

b

)]}2

.

(14)

Using Taylor’s series expansions, A and B can be
expanded and simplified to obtain

Var
(
mTDM

ˆ(xij)
)

= A + B

=

(
Mn −mn

)2
mnb

[ ∫ 1

−1
K (w)2dw

+ 2

∫ a

−1
K (w)K

(
2a− w

)
dw
]

+ O
( 1

mnb

)
.

(15)
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Conclusion

It is noted that the the variance is decreasing in mnb
whereas the bias is increasing in b. Both the bias and the
variance must become small as mn→∞ for the estimator
to be optimal.

That is for all xij , mTDM
ˆ(xij)→ m(xij) in probability as

mn→∞.
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